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[bookmark: _Hlk158125630]Abstract of the contribution: This contribution proposes the VFL terminology definition.  

1. Introduction/Discussion
[bookmark: _Hlk99100636]Vertical Federated Learning (VFL) is a federated learning setting where multiple parties with different features about the same set of users jointly train machine learning models without exposing their raw data or model parameters. The Horizontal Federated Learning (HFL) has already been well studied in R18. However, due to the differences in term of data partitions, HFL and VFL adopt very different training approaches, as
· HFL refers to the FL setting where participants share the same feature space while holding different samples
· VFL refers to the FL setting where datasets share the same samples/users while holding different features.


For VFL, each party keeps both its data and model locally but exchanges intermediate computed results. Each party in the VFL owns a separate local model after training. Therefore, the VFL also performs collaborative inference which is different than the HFL.
Therefore, compared with the HFL definition in the R18, this paper proposes the VFL terminology definition.
2. Text Proposal
It is proposed to agree the following changes to TR 23.700-84.
* * * * First change * * * *
[bookmark: startOfAnnexes][bookmark: _Toc153792581][bookmark: _Toc153792666][bookmark: _Toc157534596][bookmark: _Toc157747876][bookmark: _Hlk93877873]3	Definitions of terms and abbreviations
[bookmark: _Toc153792582][bookmark: _Toc153792667][bookmark: _Toc157534597][bookmark: _Toc157747877]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Horizontal Federated Learning(HFL): A federated learning technique without exchanging/sharing local data set, the local data set in different FL entity for local model training have the same feature space while holding different samples (e.g. UE IDs).
Vertical Federated Learning(VFL): A federated learning technique without exchanging/sharing local data set, the local data set in different FL entity for local model training and inference have the same samples (e.g. UE IDs) while holding different features.
Active participant (AP): An active participant is an entity in VFL that wants to initiate the VFL training or inference procedure. An active participant provides data with a sample set and their labels in the VFL training procedure.
Passive participant (PP): A passive participant is an invited entity in VFL that provides data with the sample set but with no labels, and its feature set is different than that of the active participant. There can be multiple passive participants in VFL. 
* * * * Second change * * * *
[bookmark: _Toc153792584][bookmark: _Toc153792669][bookmark: _Toc157534598][bookmark: _Toc157747878]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AP	Active Participant 
HFL	Horizontal Federated Learning
PP	Passive Participant
VFL	Vertical Federated Learning

[bookmark: _Hlk157518240]* * * * End of changes * * * *
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